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Abstract

A new framework for modelling the evolution of the thermal
bar system in a lake is presented. The model assumes that the
thermal bar is located between a deeper region where spring
warming leads to overturning of the entire water column and
a near shore shallower region where a stable surface layer is
established. In this model the thermal bar moves out slightly
more quickly than predicted by a simple thermal balance.

Introduction

At the end of winter, the temperature of the water in many tem-
perate lakes is less than 7;,, = 4°C; the temperature of maximum
density. As spring progresses the near shore shallow waters
warm more rapidly than the deeper parts. The 4°C isotherm
propagates out from the shore and to either side of it different
conditions prevail. In the deeper regions the heating destabilises
the water column and active mixing occurs. In the shallows the
heating leads to a stable stratification. The boundary between
these two regions is called the thermal bar.

Previous modelling of the thermal bar system has fallen into two
broad categories. The first considers in detail the heat transfer
in the lake. By distributing the surface heat flux over the local
depth [4] showed that for constant bottom slope the thermal bar
moves out from the shore at a constant speed given by

Propagation Speed = (1

0
poCpAATy
where [y is the surface heat flux, pg is the reference density,
Cp is the specific heat, A is the bottom slope, ATy = T, — Tp
and Tp is the initial temperature of the lake. This result has
been generalised [8] to include horizontal heat transfer in the
vicinity of the thermal bar. This additional heat transfer leads to
the thermal bar propagating more quickly than (1). The second
category has focussed on the general circulation associated with
the thermal bar system. These include the quasi-steady state
model of [3] and the unsteady asymptotic results of [5, 6]. The
models show how inertia and advection can lead to the thermal
bar propagating out from the shore either more slowly or more
quickly than (1).

A different approach is used here. The framework for the model
is that the position of the thermal bar is at the boundary between
the stably stratified shallow region and the deeper unstable re-
gion. Thus the model focuses on the stability of the local water
column rather than considering the lake system as a whole and
ignores any horizontal transfer of heat or momentum.

Model formulation

The thermal bar system is modelled by the natural convection of
a fluid contained in the semi-infinite two dimensional triangular
domain bounded by the lines Z = 0 and Z = —AX in the (,Z)-
plane. The domain and coordinate system are shown in fig 1.
The flow is driven by a surface heat flux [,Wm™2. The pre-
cise mechanism whereby the heat enters the system is specified
below.

For temperatures near 4°C, the density/temperature relationship

Figure 1: Schematic of flow domain showing conceptual flow
structure of thermal bar system.

is well approximated by
p=pu(l—=B(T —Tn)?) @)

where p,, is the maximum density at the maximum density tem-
perature T, and B ~ 6.8 x 1076°C~2,

For the thermal bar the main heating mechanism is via the ab-
sorption of light. As light at a particular wavelength is absorbed
with depth its intensity drops according to Beer’s law,

1(2) = Ipexp () &)

where fjm~! is the attenuation coefficient. It is assumed here
that the light can be characterised by a single attenuation coef-
ficient. The volumetric heating term Q is then

I
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Q =
PmCp

where Cj, is the specific heat of water.

The model is non-dimensionalised following [5]:
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where 6 = v/« is the Prandtl number and Ra is the Rayleigh
number given by
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The dimensionless equations are then

ur +A’Ra(uu, +wu,) /6 = —py+ Augy +u, (12)
Wy + A2Ra(uwy +ww.) /6 = —p. A2

+ AWax +we + (1-T)2 /A% (13)
T+ A’Ra(uT +wT,) /0 = (AT + Tr) /o +1e™  (14)
e+ we =0 13

where 1 = /1 is the dimensionless attenuation coefficient and
all variables are now non-dimensional. The boundaries are 7z =0

and z = —x at which the boundary conditions are
u,=w=7T,=0 on z=0 (16)
u=w=AT,+T,=0 on z=-—x. a7

The initial conditions are u = w =T =0 att = 0.

The parameter A is small which can be exploited to obtain an
asymptotic solution as A — O (see, for example, [5]). Letting
A — 0 yields a system of equations for the O(A?) solution (de-
noted by superscripts (0))

i = —pl” +ul (18)
0=—pl +(1-7©)> (19)
79 =1 /5 + e (20)
W+l =0 @1

with the boundary conditions
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u =@ =70 g on ;=0 (22)
ul® = w0 = TZ(O) =0 on z=-—x (23)

and the initial conditions u(®) = w(©® =70 =g atr =0.

T(© can be determined independently and is the solution of a
straightforward one dimensional conduction problem:
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The problem for u(®) is hard to solve as it involves the forcing
term (1 — T(0>)2 where T() is an infinite series. The stability
problem discussed below is independent of u® s0 no attempt
is made to find u(%).

The stability problem

The A — 0 solution is perturbed in the following way

u=ul®+ LUE 1) (25)
w=w® ¢ %W(&z,z) (26)
p=p0+ePEz1) 27)
T=T0 40, z1) (28)

where € < 1 is the perturbation parameter and & = x/A is a
rescaled horizontal coordinate.

Substitution yields evolution equations for the perturbation
quantities,

Uy=—Pe+ U+ Uz (29)
W, = =P, + Wy + W, —20(1 - T(0) (30)
0 +RaW T = (O +0,,) @31)
Ug+W,=0. (32)

The boundary conditions become

U;=W=0;=0 on z=0 (33)
U=W=0,=0 on z=—x. (34)
Introducing a streamfunction with U = —¥; and W = ¥ and

eliminating P from (29)—(32) yields

(0% /982 + 0% /02%) W, = (0% 0E? + 9% /0z%)*W — 20 (1 - T(¥))
(35)

60, +Ra¥: 1\ = (3% /0€? + 3 /3%)®. (36)

The remainder of the stability analysis makes the “frozen time”
assumption with respect to the background temperature struc-
ture. It is assumed that the background temperature is steady
with respect to the evolution of the perturbation quantities.

The perturbation quantities are assumed to take the form
¥ = R{iky(z)e" ™} and @ = R{6(z)e" 5} (37)

where s is the instantaneous growth rate, & is the wavenumber of
the disturbance and i is the imaginary unit. Substitution yields

(D* =12 —5)(D* —K*)y =20(1 - 1) (38)
(D* — k> — 65)0 = —Rac(x,1)k>yDT®) 39)

where D = d/dz. The boundary conditions on W and 8 are

DO=y=D>y=0 on z=0 (40)
DO=y=Dy=0 on z=—x. 41

Specifying particular values for £ and s, (38) and (39) along
with the associated boundary conditions constitute an eigen-
value problem for Ra.(x,t) where, as implied by the notation,
the value will depend on x and ¢ which serve to specify the local
conditions. The focus in this paper is on the boundary between
the stable (s < 0) and unstable (s > 0) regions. Thus the growth
rate s is set to zero and the remainder of the stability analy-
sis concentrates on the marginally stable case. The problem is
now one of finding the smallest positive eigenvalue Ra. over all
possible wavenumbers. This eigenvalue is the critical Rayleigh
number below which localised disturbances are damped.

Solution for k — 0

Unfortunately, terms appear in (38) and (39) where Wy and 0
are multiplied by T and DT which are complicated func-
tions of z. However, [1] have shown that for the case where the
background vertical density gradient is constant and with insu-
lated boundary conditions like those that apply here, the critical
wave-number k. at which Ra, occurs is k. = 0. Even though
in the current case where the density gradient is not linear, this



property can be exploited to find an expression for Ra, analyti-
cally, at least for part of the domain.

Following [7], W, 6 and Ra, are expanded according to

Y=o+ £ 42)
0=60+k0r+- - (43)
Ra. = Raco+ szGCZ +-- (44)

where the symmetry of the problem has been used to eliminate
odd powers of k. Substitution into (38) and (39) and taking the
lowest order in k yields

DYy =26p(1—T) (45)
D%*0p=0 (46)

for which the solution is 6p = 1 and
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A solvability condition at the next order in k yields Ra,

1 1 -
Raco={— (uoDzuolz:wE(Duo)zwz:fxﬂ S@8)
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Numerical Solution

The stability problem (38)—(41) is solved numerically us-
ing a shooting method [2]. A vector function Y =
(y,Dy, D>y, D*y,0,D0)7 is introduced so that (38) and (39)
can be written as

DY =KY (49)

where K is a 6 X 6 matrix

For fixed x and ¢, (49) is integrated from z = —x to z = 0 using
the MATLAB routine ode45 for three different initial condi-
tions ¥ (—x) = (0,0,1,0,0,0)7, ¥(—x) = (0,0,0,1,0,0)” and
Y(—x) = (0,0,0,0,1,0)7. These solutions are labelled Y, ¥»
and Y3 respectively and they all satisfy the boundary condi-
tions at z = —x. The general solution for Y that satisfies all
the boundary conditions at z = 0 will then be the linear combi-
nation Y = o1 Y] + 0o Y2 + a3 Y3. The solution Y must satisfy the
boundary conditions at z = 0 which can be written

vi(0)  wa(0)  y3(0) o
D*yi(0) D*y(0) D*y3(0) | |02 | =
D8 (0) D6,(0) D83(0) o3

(50)

(=N eNe

Figure 2: Numerical and asymptotic results for (a) Ra. and (b)
ke at x = 3. In (a) the dashed line is the asymptotic result (48).

The only solution is trivial unless the coefficient matrix in (50)
is singular. This forms the basis of the method: searching for
combinations of Ra. and k so that the determinant of this coef-
ficient matrix is zero.

For a fixed temperature profile Ty(z,) the aim is to find the low-
est Ra, and corresponding k. that makes the determinant of the
coefficient matrix in (50) zero. The numerical procedure uses
the MATLAB function fminbnd to minimise over k a function
that finds Ra, so that the determinant of the coefficient matrix in
(50) is zero for fixed k. This function first steps up from Ra, =0
until a zero is bracketed. The function then uses the MATLAB
routine fzero to locate Ra, for a particular k. A side product of
the procedure is the eigenfunction associated with each Ra, and
k. pair. This can be used to characterise the secondary motion
as single or double celled convection.

Results and Discussion

Fig 2 shows typical results for the evolution of Ra. and k. at
x = 3. Initially as heat is added the water column becomes in-
creasingly unstable which is shown via the initially decreasing
Ra. in fig 2(a). This decrease continues until the surface tem-
perature reaches 1 (at r ~ 1.2) after which adding heat leads to
a stable and thickening surface layer. As the thickness of this
layer increases Ra, also increases. The transition from decreas-
ing to increasing Ra, occurs within the k., = 0 regime which
means the asymptotic results capture this transition.

Once the stable layer has grown sufficiently the kK — O results are
no longer valid. For x = 3 this happens att =~ 2.7 (see fig 2(b)).
This time also corresponds to the numerical and asymptotic cal-
culations of Ra,. diverging in fig 2(a). Physically, the stable
surface layer has isolated the unstable deeper layer from the in-
sulated boundary condition at z = 0.

Another transition occurs in the stability problem. Fig 3 shows
two profiles of ugp, the eigenfunction associated with the sec-
ondary motion. Note that at # = 2 the numerical and asymptotic
profiles shown in fig 3 are indistinguishable. However the pro-
file at r = 3.5 is in a region where the k — O results are not
valid and the asymptotic result is not shown. The profile for
t = 2 (dashed line) shows that the secondary motion consists of
a single cell that encompasses the entire depth. The profile at
t = 3.5 (solid line) has a double cell structure with a smaller,
weaker cell sitting at the surface. The transition from single to



Figure 3: Two profiles of u at x = 3 from the numerical cal-
culations showing the transition from single cell ( = 2, dashed
line) to double cell (r = 3.5, solid line).
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Figure 4: Contours of the numerically calculated Ra. in the
(t,x)-plane for n = 1 and 6 = 10. The Ra, = < contour is de-
termined by points where 7 |z=—x = 1. Also shown is the lo-
cation where the surface temperature T |;=0 equals 1 (dotted
line), the location where ug|,—o = 0 (solid line) and the location
where the vertically averaged temperature is 1 (dashed line).

double cell circulation can be characterised by the surface ve-
locity ug|,—o being zero. This transition happens just before k.
becomes non-zero so it is captured by the asymptotic results.

Fig 4 summarises the results of this paper. It shows contours
in the (¢,x)-plane of the numerically calculated Ra,. It also in-
cludes the Ra, = o contour which corresponds to the points
where T(©)|.__, = 1. For points in the (¢,x)-plane below this
contour the water column is stably stratified over the entire
depth. For points above this contour secondary motion can be
expected if Ra exceeds the critical value associated with that
point. Note that the numerically calculated contours become
inaccurate near the Ra. = o contour (indicated by the dotted
contours in Fig 4).

For a fixed distance from the shore the passage of the thermal
bar system is marked by a number of transitions. First the sur-
face temperature reaches 1 which marks the establishment of a
stable surface layer. Despite there being a stable surface layer

the water column is still unstable over its entire depth with the
secondary motion consisting of a single cell encompassing the
entire depth of the water column. The next transition is from
single- to double-celled secondary motion. Here, the water col-
umn does not turn over its entire depth. This means that the
stable surface layer is not mixed with the deeper parts of the
water column and in a lake this marks the establishment of a
permanent surface layer. This happens before the vertically av-
eraged temperature has reached 1, the traditional marker of the
arrival of the thermal bar. The final transition to summer con-
ditions is when the temperature of the entire water column be-
comes greater than 1 after which the present model predicts no
secondary motion.

Concluding Remarks

This paper has presented a framework for the evolution of the
thermal bar system that is based on the instantaneous stability
of the local water column. This framework leads to the thermal
bar apparently moving out from the shore at a slightly greater
speed than the vertically mixed model of [4] despite there being
no horizontal heat transfer in the model. The establishment of
summer conditions is marked by a number of transitions as the
stability characteristics of the warming water column evolve.
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